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OneAgent 
Automatic, full-stack data capture 
for dynamic cloud environments 

Smartscape + PurePath 
End-to-end dependency mapping and deep 
tracing for real time, precise context

Davis
Explainable AI engine, for automatic 
answers, insights, actions

eventstraces metrics topology behaviorlogs

Vertical Stack
Infrastructure layer 
delivering any 
application or service

Horizontal Stack
Dynamic 
dependences in 
real time cross 
server frontiers
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THE DIAGNOSTICS OF THE UNKNOWNS
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Dynatrace continuously observes, learns and auto-adapts 
to changes in real-time to detect problems automatically 
(even the ones you never thought of.)

Causal AI vs correlation

No alert storms

Trigger self-healing

Prioritized by business impact

Precise root cause explained

Automated problem detection

“ Dynatrace’s AI-driven answers are helping the business to remediate 
problems quicker, meaning we’re able to spend more time innovating and less 
time solving problems.”

— Anish Patel, Principal Systems Engineer

GO BEYOND DASHBOARDS AND 
GET PROACTIVE ANSWERS
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WHAT IS AUTO-REMEDIATION?

Auto-remediation, or self-healing, is a workflow that triggers and responds to 
alerts or events by executing actions that can prevent or fix an issue. 
Auto-remediation significantly reduces MTTR. 

Types:
 

        Automated remediation of a know problem or frequent issue (proactive)

        Automated rollback of a problematic change (reactive)
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SENSORY OVERLOAD!

🤯



SAME PROBLEMS SEEM TO REPEAT THEMSELVES





Event-Driven Ansible service 
Incident 

Remediation

Davis
Causal AI for Topology mapping 

and root cause analysis

Optional message bus 
layer for high volume

Ansible Rulebooks – Calling 
playbooks or modules

Sources Rules Actions

RED HAT ANSIBLE & DYNATRACE ‘INTELLIGENT OPERATIONS’ ARCHITECTURE

Dynatrace a Source to 
intelligently drive EDA

Using rollbacks, config changes, 
process restarts, and deployments

Closed-Loop 
Remediation

Problem, Event, or 
Predictive analytics 

(e.g. scale up/down)

AutomationEngine
Create workflows to trigger 
Ansible and execute actions

Intelligent Operations

Grail
Observability, Security, and 

Business data

Sends Problem, 
Context, Metadata



SOLUTION ARCHITECTURE FOR CPU SATURATION
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Dynatrace, using OneAgent, 
detects Host CPU saturation 
Problem1

Dynatrace AutomationEngine 
sends Problem Open notification2

Dynatrace sends context 
information to Event Driven 
Ansible3

Ansible scales up the Host 
resources4

Run health check on Host5

Dynatrace recognizes 
improvement; closes Problem6 Dynatrace sends Problem 

Resolved notification7
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Dynatrace Problem comments 
updated with remediation activity



SOLUTION ARCHITECTURE FOR APP HEALING
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Dynatrace, using OneAgent, 
detects Application Problem1

Dynatrace AutomationEngine 
sends Problem Open notification2

Dynatrace sends context 
information to Event Driven 
Ansible3

Ansible restarts the service4

Run health check on the 
Service5

Dynatrace recognizes 
improvement; closes Problem6 Dynatrace sends Problem 

Resolved notification7

ANIMATED

Dynatrace Problem comments 
updated with remediation activity





Dynatrace Events Rulebook - Webhook 

- name: Listen for events on a webhook
  hosts: all
  sources:
    - ansible.eda.webhook:
        host: 0.0.0.0
        port: 5000

  rules:
    - name: Problem payload Dynatrace for CPU issue
      condition: event.payload.problemTitle contains "CPU saturation"
      action:
        run_job_template:
          name: "Remediate CPU saturation issue"
          organization: "Default"
    - name: Problem payload Dynatrace for App Failure rate increase issue
      condition: event.payload.problemTitle contains "Failure rate increase"
      action:
        run_job_template:
          name: "Remediate Application issue"
          organization: "Default"





Dynatrace Events Rulebook - API

hosts: all
  ## Define Dynatrace source for events
  sources:
    - dynatrace.eda.dt_esa:
        dt_api_host: "https://xxxx.live.dynatrace.com"
        dt_api_token: "xxxxx"
        dt_entity_tags: "entityTags(\"EDA Priority:High\",\"key1:value1\")"

  ## Define the conditions we are looking for
  rules:
    - name: Problem payload Dynatrace for App Healing
      condition: event.title == "Failure rate increase" and event.rootCauseEntity 
is defined
      ## Define the action we should take should the condition be met
      actions:
        - run_playbook:
            name: playbooks/remediate-dynatrace-securitychange.yml
        - run_playbook:
            name: playbooks/dynatrace-update-problem-comments.yml



SOLUTION ARCHITECTURE FOR APPLICATION SECURITY 
REMEDIATION

Dynatrace detects used 
components at runtime and 
matches them against the Snyk 
Feed to find vulnerabilities.

1 Dynatrace AutomationEngine 
automatically detects Vulnerability 
details and kickstarts workflow2

Dynatrace sends context 
information to Event-Driven 
Ansible

3

Ansible patches the security 
vulnerability4

Ansible runs health check on 
the entities impacted5

Dynatrace App Sec does a 
security assessment in 
real-time; closes security 
problem

6
Dynatrace sends Vulnerability 
patched Resolved notification7







SOLUTION ARCHITECTURE FOR APP HEALING FOR A 
CUSTOMER
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Remediation notifications

Dynatrace, using OneAgent, 
detects Problem1

Dynatrace sends problem 
notification via 
AutomationEngine; Incident 
created2

ServiceNow calls Ansible3
Ansible disables 
F5 pool node4

Ansible enables 
F5 pool node6

Dynatrace sends clearing. 
Now closes incident.8

Dynatrace recognizes 
improvement; closes problem7

Ansible restarts process via 
Windows Remote Mgmt5

Dynatrace Problem comments 
updated with remediation activity

Incident notifications

Remediation notifications

Remediation status notifications (Started, Completed)

Problem notifications

Dynatrace problem comments updated with incident #
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5 STEPS TO START YOUR AUTO-REMEDIATION SUCCESS WITH 
ANSIBLE

2
1

1 Analyze
Evaluate your problems for repetitive patterns to identify automation opportunities.

2 Create
Determine current rulebooks and playbooks on Red Hat Ansible that can be manually triggered.

3 Trigger
Trigger the playbooks manually when a Problem is detected by Dynatrace, learn and repeat.

4 Integrate
Create approval-based triggering of remediation with Change Management.

5 Automate
Fully automate the remediation actions with a proven track record end-to-end.
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